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11 Asynchronous Byzantine Agreement

11.1 Introduction

Problem. There are: servers, of which up tomay becorruptedby anadversaryand exhibit
arbitrary faults; the remaining servers &i@est The servers connected over pairwise reliable
links, and the system is asynchronous (no bounds on message delays, no local clocks). Every
server starts out with an initial value and the goal is to agree on a common value.

Methods. Cryptography (signatures and pseudorandom generators) is used to cope with po-
tentially malicious failures. This usually includes a trusted dealer that sets up the cryptographic
keys ahead of time. Since deterministic asynchronous agreement protocols have infinite runs,
we use randomized protocols that achieve agreement with all but negligible probability.

11.2 Broadcast Primitives

Broadcasts are parameterized by atBgwhich is contained (implicitly) in every message. In
consistenandreliable broadcasts, a distinguished sendebroadcastsa message: and all

servers (perhapsieliverm.

Consistent broadcast (“c-broadcast”) ensures only that the delivered message is consistent for
all receivers. In particular, termination is not guaranteed with a faulty sender.

Definition 11.1 (Consistent Broadcast).A protocol for consistent broadcast satisfies:

Validity: If an honest sendéP, c-broadcastsn, then P, eventuallyc-deliversm.

Consistency:lf some honest servar-deliversm and a distinct honest serverdeliversm/,
thenm = m/.

Authenticity: Every honest servar-deliversat most onen. Moreover, if P, is honest, them
was previouslyc-broadcasby P;.

Termination: If the sender is honest, then all honest servers eventaalblivera message.
Algorithm 11.2 (Echo Broadcast using Digital Signatures).Assume every server can digi-
tally sign messages, which can be verified by any server.

upon c-broadcastm): /I senderP; only
send(send ,m) to all

upon receiving(send , m) from P; :
compute signature on (echo , s, m) and sendecho ,m, o) to P
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upon receiving[*1+1] messagegecho , m, o;) with valid o; : /I senderP, only
let X be the list of all received signaturesand sendfinal ,m, ) to all

upon receiving(final ,m,Y) from P, with valid signatures ir:

c-deliver(m)
Theorem 11.3. Assuming perfectly unforgeable signatures, Algorithti? implements con-
sistent broadcast with Byzantine faults for- 3t.
Proof. The message: in anyfinal message with valid signaturesihis unique. O
Reliable broadcast (“r-broadcast”) ensures additionally agreement on the delivery of a message.

Definition 11.4 (Reliable Broadcast or the “Byzantine Generals Problem”).A protocol for
reliable broadcast is a consistent broadcast protocol that satisfies also:

Totality: If some honest serverdeliversa message, then all honest servers eventuagliver
a message.

Totality ensures that all honest servers either deliver a message or don't. In the literature
consistencyndtotality are often combined into a single condition calsgteement

Algorithm 11.5 (Bracha Broadcast).

upon r-broadcastm): /I senderP; only
send(send ,m) to all

upon receiving(send , m) from P;:
send(echo ,m) to all

upon receiving[**1+1] messagegecho ,m) and not having sentready ,m):
send(ready ,m) to all

upon receivingt + 1 message&ready ,m) and not having serfready ,m):
send(ready ,m) to all

upon receiving2t + 1 messageseady ,m):
r-deliver(m)

Theorem 11.6 (Bra84]). Algorithm11.5implements reliable broadcast with Byzantine faults
forn > 3t.

Proof. Consistency follows from the same argument as in Thedr&r® since the message
in anyready message of an honest server is unique. Totality is implied by the “amplification”
of ready messages from+ 1 to 2t + 1. O



11.3 Secret Sharing

Secret sharing is used in randomized Byzantine agreement and forms the bhseslobdld
cryptography A secret issharedamongn parties such that the cooperation of at least 1
parties is needed to recover

Algorithm 11.7. To shares € F,, adealerP, ¢ {Pi, ..., P,} chooses uniformly at random
a polynomialf(z) € F,[z] of degreet subject tof(0) = s, generatesharess; = f(i), and
sendss; to P;. To recovers, a groupS of ¢ + 1 servers computes = f(0) = >, .5 AJ;ss

for the appropriate Lagrange coefficiet;\@i = .... The scheme has perfect security, i.e., the
shares held by every group ©br fewer servers are statistically independent.of

11.4 Randomized [Binary] Byzantine Agreement

Binary Byzantine agreement is characterized by two everagoseanddecide every server
executeproposéb) to start the protocol andecidéb) to terminate it, for a bib.

Definition 11.8 (Binary Byzantine Agreement). A protocol for binary Byzantine Agreement
satisfies:

Validity: If all honest serverproposev, then some honest server eventualcidesy.
Agreement:If some honest servelecides) and a distinct honest servéecides/’, thenv = v/,

Termination: Every honest server eventuatlgcides

It is not possible to implement Definitiohl.8in asynchronous systems. But one can relax
either terminationor agreemento hold with high probability, and there are protocols that
satisfy them with probability 1 after infinite running time. More precisely, given a logical time
measurel’, such as the number of steps performed by all honest seteensination with
probability 1 means that

lim Pr[some honest server has mgicidedafter time7’] = 0.
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Algorithm 11.9 ([Tou84]). Suppose a trusted dealer tsdmreda sequence,, s, ... of ran-
dom bits, or “coins”, among the servers, which can be accessed usng\eroperation. The
two uponclauses of the algorithm below are executed in parallel threads.
The valuev is called the “vote”; the valu#l is a “proof” that justifies the choice ofin the
2-vote message; a “round” of the algorithm consists of two rounds of message exchanges.

upon proposéuv):
r«—20
while notdecideddo
send the signed messadevote ,r,v) to all
receive properly signe(l-vote ,r,v") messages from — ¢ distinct servers
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IT — set of received-vote messages
v < valuev’ that is contained most often I
r-broadcastthe messag&-vote ,r, v, II)
wait for r-deliveryof (2-vote ,r,v’,I1) messages with valid proof$ from n — ¢ senders
moy < valuev’ that is contained most often among the r-delive2etbte messages
co < number of r-delivere@-vote messages with' = m.,
recoves,)
if co =n —tthen
V <— Mo
else
V< S,
if co > t+1andmy = s, then
send the messagdecide ,v) to alll
decidév)
r—r+1
upon receivingt + 1 message&decide . b):
send the messagdecide ,b) to all
decidéb)

Lemma 11.10. If all honest servers start some roundvith votewv,, then all honest servers
will also terminate round with voteuy.

Proof. It is impossible to create a valid for a2-vote message with a vote # . O

Lemma 11.11. If two distinct honest servers start some roundith different votes, then with
probability at leastl /2, all honest servers will terminate roundwith the same vote.

Proof. Consider the assignment of, andc, in some round-. If some honest server obtains
co = n —t andmsy = vy, then no honest server obtainis= n — ¢ but msy # vy; this honest
server sets to vy. Every other honest server setdo s,. Since the first honest server to
assignm, andc, does sdeforeanything abous, is known (to the adversary}, andv, are
independent ang. = v, with probability 1/2. O

Theorem 11.12. Assuming perfectly unforgeable signatures, Algorithin® implements bi-
nary Byzantine agreement far> 3t, where termination holds with probability 1.

Since Algorithm11.9reaches agreement with probability at leas? in every round, the ex-
pected number of rounds is 2, and the expected number of messages et is
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