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• Last Exercise
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• Chapter 20 – Time, Clocks & GPS
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Last Exercise

Solution: Show correctness and termination for algorithm used in 1.1b)



Last Exercise



w=7, h=6, 13 crashed nodes, path length = 32



applicable in a general 𝑤 × ℎ - grid: 𝑙 ≈ 2 × (𝑤 + ℎ)



Last Exercise



Round 1: Round 2: Round 3:

u1, u3, w u1, u2, u3, w u1, u2, u3, w 





Idea: node in the center of the grid is always the leader



Last Exercise





Last Exercise



[-4, -4, -3, -2, -1, 0, 1, 2, 3] [ -3, -2, -1, 0, 1, 2, 3, 4, 4][ -4, -3, -2, -1, 0, 1, 2, 3,  -4]

{-1,-1,-1,0,1,1,1}

{-2/5, -2/5, -2/5, 0, 2/5, 2/5, 2/5}

[-4, -4, -1, -1, -1, 0, 1, 1, 1] [ -4, -1, -1, -1, 0, 1, 1, 1,  -4] [ -1, -1, -1, 0, 1, 1, 1, 4, 4]

{-4/25, -4/25, -4/25, 0, 4/25, 4/25, 4/25}

[-4, -4, -2/5, -2/5, -2/5, 0, 2/5, 2/5, 2/5] [ -4, -2/5, -2/5, -2/5, 0, 2/5, 2/5, 2/5,  -4] [ -2/5, -2/5, -2/5, 0, 2/5, 2/5, 2/5, 4, 4]



Last Exercise



Last Exercise

[-4, -4, -3, -2, -1, 0, 1] [-1, 0, 1, 2, 3, 4, 4][ -3, -2, -1, 0, 1, 2, 3]

{-2,-2,-2,0,2,2,2}

[-4, -4, -2, -2, -2, 0, 2] [-2, 0, 2, 2, 2, 4, 4][ -3, -2, -2, 0, 2, 2, 2]

{-2,-2,-2,0,2,2,2}



Consistency Models

• Linearizability

• Sequential Consistency

• Quiescent Consistency



Linearizability

• “one global order”

• Linearizability -> put points on a “line”
→ Linearization points

write x =  1

read x =  1

write x =  2

write x = 3 read x =  2

write y =  1

read y =  1

write x =  1 < read x = 1 < write x= 3 < write y = 1 < write x = 2 < read  x = 2 < read = 1



Linearizability

• “one global order”

• Linearizability -> put points on a “line”
→ Linearization points

write x =  1

read x =  1

write x =  2

write x = 3 read x =  2

write y =  1

read y =  1

write x =  1 < write x = 2 < read x = 1



Sequential Consistency

• similar as linearizability, but can ”shift” and “squeeze” threads 
compared to each  other

• sequential consistency -> build “sequences”

write x =  1

write x =  2

write y =  2

read x = 2 read y =  2

write y =  1

read y =  2



Sequential Consistency

• similar as linearizability, but can ”shift” and “squeeze” threads 
compared to each  other

• sequential consistency -> build “sequences”

write x =  1

write x =  2

write y =  2

read x = 2 read y =  2

write y =  1

read y =  2

write x = 1 < write x = 2 < write y = 3 < read x = 2 < read y = 2 < read y  = 2 < write y = 1 



Quiescent Consistency

• synchronizes all threads whenever there is a time when there is no 
possible execution

• quiescent -> “Quietschente”

write x =  1

write x =  2

read x = 1 read y =  1

write y =  1

read y =  1

write x = 2 < write  x = 1             < write y = 1 <  ready y = 1 < read x = 1 < read y = 1



Consistency Models

Linearizability

Sequential 
Consistency

Quiescent 
Consistency



Composable (applies to consistency models)

• Definition: If you only look at all operations concerning all objects 
individually  and the execution is consistent, then also the whole 
execution is consistent

• sequential consistency is not composable

• linearizability is composable

• quiescent consistency is composable

write x =  1

read x =  1

write x =  2

write x = 3 read x =  2

write y =  1

read y =  1



Logical Clocks

• happened before relation „->“ holds:
• If f < g on the same node, then f -> g

• Send happens before receive

• If f -> g and g -> h then f -> h (Transitivity)

• c(a) means timestamp of event a

• logical clock: if a -> b, then  c(a) < c(b)

• strong logical clock: if c(a) < c(b), then a -> b (in addition)



Lamport Clock

https://www.cs.rutgers.edu/~pxk/rutgers/notes/clocks/index.html

max(1,2) + 1+1

send current timestamp

store own clock

• Is a logical clock (so if 
a -> b then c(a) < c(b))

• but the reverse does 
not hold, so not a 
strong logical clock



Vector Clock
now vector of clocks

increase own clock for event

increase own by one and
take max of received and own
for every other one

send current timestamp



Vector Clock

• what does c(a) < c(b) mean now?
• if all the entries are in a <= b and at least one entry where a < b

• is a logical clock (so if a -> b then c(a) < c(b))

• is also a strong logical clock (if c(a) < c(b) -> a -> b)
• intuition: because in order to achieve c(a)  < c(b), all entries have to be at 

least  as big, so a message from a must have reached b (not necessarily 
directly) so that b has the right a value 



Consistent Snapshot

• Cut
• prefix of a distributed execution

• Consistent Snapshot
• a cut for which holds that for every operation g in that cut, if f->g, then also f 

is there  

• all “connected” preceding operations are included

• with number of consistent snapshots, one can make conclusions 
about degrees of concurrency in system



Distributed Snapshot Algorithm

A B C D E

F G H

I J K

P1

P2

P3

Process P1 initiates a snapshot right after event B has happened



Terminology

• Wall-Clock Time t*: the true time (a perfectly accurate clock 
would show)

• Clock: a device which tracks and indicates time

• Clock’s time is a function of the wall-clock:  𝒕 = 𝒇(𝒕∗)

• Clock Error or Skew: difference between two clocks. 𝒕 – 𝒕′

𝒕
∗

Drift 𝜹 - Predictable Jitter 𝛏 - Unpredictable

Clock error modelled as: 𝑡 = 1 + 𝛿 𝑡∗ + 𝜉(𝑡∗)



u v

request

response

𝑇𝑢

𝑇𝑢’

𝑇𝑣

𝑇𝑣′
processing time at node v

second propagation delay

first propagation delay

Clock skew:
𝑇𝑣 should be: 𝑇𝑢 + propagation delay
𝑇𝑢′ should be: 𝑇𝑣′ + propagation delay

so skew is: 
(𝑇𝑣 − (𝑇𝑢 + prop. delay)) − (𝑇𝑢’ – ( 𝑇𝑣’ + prop. delay))

2
=

(𝑇𝑣 − 𝑇𝑢)−(𝑇𝑢’ – 𝑇𝑣’)
2

= 
(𝑇𝑣 − 𝑇𝑢)+(𝑇𝑣’ − 𝑇𝑢’)

2

(+5)

NTP: Network Time Protocol



u v

request

response

𝑇𝑢

𝑇𝑢’

𝑇𝑣

𝑇𝑣′

(+5)

propagation delay =  10

propagation delay =  10

0

15

20

25

processing time =  5

skew = (15-0) +(20-25)/2 = 5

NTP: Network Time Protocol



GPS – General idea

Satellite 1 Satellite 2

Satellite 3

one of them close to earth, one far away

we are here

Transmits location of satellite
and timestamp when sent

compare satellite timestamp 
to local timestamp and calculate distance

sphere

circle in 3d space



GPS - Problem

• Problem: we do not have the same time as the satellite, so calculating 
the distance might not be accurate

• Solution: take measurement from fourth satellite!



GPS - Refined

Satellite 1 Satellite 2

Satellite 3

Satellite 4






