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Attestation Criterion

As mentioned in the lecture, for getting the ”Testat” you need to submit a potential
exam question and the corresponding solution. Your question should fulfill the following
requirements:

e It should be non-trivial (i.e., not a pure knowledge question).
e It should be posed in a precise way.
e The solution should be correct and understandable.

Please send your question for Chapter 1 until November 11, 2012 to:
distsystestat@tik.ee.ethz.ch

If your question fulfills our expectations, we will send you an ACK by email (if not,
you get a NACK).

1 Consensus with Authentication

In the lecture an algorithm using authentication to reach consensus in an environment with
Byzantine processes was presented. See chapter 1, slide 132 ff for more details.

a) Modify this algorithm in such a way that in handles arbitrary input. Write your algorithm
as pseudo-code. The processes may also agree on a special “sender faulty”-value.

Hint: implement value as a set, work with the size of the set.

b) Prove the correctness of your algorithm.

2 Asynchronous Consensus with Randomization

In the lecture a randomized algorithm reaching consensus in an asynchronous system with Byzan-
tine failures was presented. See chapter 1, slides 137 ff for more details. Assume that only crash
failures but no Byzantine failures can occur. A crash can happen anytime and broadcasts may
not be completed. Crashed processes do not recover.

a) How many crash-failed processes can this algorithm handle?

Hint: Have a close look at the proofs for the validity condition, agreement, and termination.
b) Modify this algorithm to handle more crash failures.

c) How many crash failed processes can your modified algorithm handle?



