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What is the aim of the authors?
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Are Transformers models really able to reason?
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Or they only remember a lot of things?
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What do we want from the transformer?

Here we use a formal language, but we would like 
to use our human language!
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So we want to express facts and rules in natural 
language



How to create a dataset from which the 
model can learn how to “reason“?
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What is the structure of a sample?

(context, question, answer)
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Composed by some facts 
and some rules

A question that requires 
reasoning over the facts 
with the use of the rules

A binary answer, ‘true’ or 
‘false’



How we can obtain these samples? (part 1)

Generate a context (so random facts and rules) and then use a forward inference to obtain all the 
implications from this latter. But it’s that enough?
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No, we need a way to derive even the false questions, the authors 
solved this using the Closed-World Assumption (CWA), i.e. 
‘everything that is not derived from the context is false’ 

But now we have to understand how to generate the context…



How we can obtain these samples? (part 2)

How to generate the facts?
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How to generate the rules?

Structure: Example:

Structure: Example:
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Structure of the whole dataset

Five datasets with 5 different maximum depth of inference (0, 1, 2, 3, 5)
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For each of these we have two dataset’s type:

• Type 1: uses only the is() predicate

• Type 2: uses is() and 3 other predicates 

For each of these we have a standard version and a version in which a negation (not) has been 
added in facts and rules conditions/conclusions
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Lastly, false questions at each depth have been generated in two ways:

• Negating conclusion from the forward inference

• Random drawing from unproven facts



But we want everything expressed in our (not so formal) language!
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If condition [and condition]* then conclusion.

All attribute* people|things are attribute. 

attribute* people|things are attribute.

Three natural language templates have been used



How we can send one of these samples through a Transformer?
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True/False

context [SEP] statement [SEP] 
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All the experiments 
have been conducted 
using RoBERTa-large 
model fine-tuned on 
the RACE dataset



What are the results? 
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We can begin by testing on the standard generated dataset
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Trained with binary cross entropy, evaluated measuring accuracy
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And if we try to challenge the model with other hand-authored problems?
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increasing 
complexity with 
increasing number 
of rules

“is/is not flying” in 
Birds1, 
“can/cannot fly” in 
Birds2
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Do we really a Transformer for this?

Transformer architectures are not strictly necessary even if results show that other architectures do not 
perform as well as these latter.  

an LSTM-based 
model for natural 
language 
inference

decomposable 
attention model 
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But, we had a simple question at the beginning, are Transformer able to 
reason? Let’s return on our main question



What if we try to remove facts from the context?

• A sentence is critical for a proof if removing it 
from this latter causes the prediction to flip from 
True to False 

• A sentence that is not critical for a proof it’s 
defined as irrelevant for this latter
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Average accuracy between 
‘Remove Irrelevant’ and 
‘Remove Critical’

(tested on the no-negation half of the DMax test set)
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Using the data about which 
removed sentence in the 
context caused a flip in the 
answer, we can observe which 
sentences the model 
considers critical for the 
answer. In this way we can try 
to ask to the model what it 
used to answer our questions.

”Why did you answer in this way to me?”



And if we try with a ‘more natural‘ natural language?
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A new dataset of 40k examples, using 
crowdworkers to paraphrase our theories.
Only Type 1 theories without negation has been 
used. 



What is happening here? Some final conclusions
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The results from the previous slide seems to suggest nothing too much different from what we observed 
from our initial example with ChatGPT, it seems that the Transformer architecture it’s relying on memory
more than reasoning even in this case. 

In fact we observe that changing only the ‘syntactic sugar’ of our contexts the model is not able to reason 
properly.


