
From Single Purpose
to

Multi-task & Multi-modal

Frédéric Odermatt



The classical NLP pipeline

Parts-of-Speech 
Tagging

Lemmatization
Dependency 

Labeling
Named Entity

Labeling
Semantic Role 

Labeling
Coreference

Input
Sentence

Sentence
Embedding

NLP Pipeline (pre Deep Learning)



BERT rediscovers the classical NLP pipeline
[Aug 2019]

Base:  12x
Large: 24x

[𝑒1, 𝑒2, … , 𝑒𝐿]



BERT rediscovers the classical NLP pipeline
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BERT rediscovers the classical NLP pipeline
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BERT rediscovers the classical NLP pipeline
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Parts of Speech Tagging:

through backprop optimize 
• 𝒔𝜏 ∈ 0,1 𝐿

• 2 Layer MLP



BERT rediscovers the classical NLP pipeline

Parts of Speech Tagging: “I eat strawberry [ice] cream” → Noun

Training: is it a noun? y/n, is it a verb? y/n, is it a…

Coreference Resolution: “I haven’t seen [Jack] in the office today, so [he] might be working from home” → True

Training: do these two things refer to the same entity? y/n
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BERT rediscovers the classical NLP pipeline
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M(akridakis) Competitions

Time-series forecasting: “How good are we at it?”

M1 1982

M2 1993

M3 2000

M4 2018

M5 2022



Multi-Modal Deep Learning



How we perceive the world

human 
filter

Natural 
Language
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computer vision



CM3: Rethinking domains
CM3: A Causal Masked Multimodal Model of the Internet [Jan 22]

Training on text → Training on HTML source code

• move images to tokens using VQ-VAE-GAN

• includes hyperlinks, markup, etc.



CM3: Unconditional Image Generation

<img src=[22,56,…,18,966] alt="Girl in a jacket" width="500" height="600">



CM3: Image Infilling
input: 
<img=[10, 31, mask, mask, 391, 01]

input:
<alt=“group of people…”, img= [10, 
31, mask, mask, 391, 01]



Multi-Task Learning

Connections to

Multi-Modal Learning

&

Distributed Learning



Mixture of Experts
[Jan 18]

𝐺base = Softmax 𝑥 ⋅ 𝑊𝑔

𝐺 = Softmax(Topk(𝐻 𝑥 ))

𝐻 𝑥 𝑖 = 𝑥 ⋅ 𝑊𝑔 𝑖
+𝒩 0,1 ⋅ Softplus( 𝑥 ⋅ 𝑊𝑛𝑜𝑖𝑠𝑒 𝑖)

Sparse (ex: k = 2)

Non-Sparse

RuntimeError: CUDA error: out of memory



GPU

GPU

GPU 1

GPU N

⋮

Gradient
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GPU 1 GPU 2
ℎ𝑖

⋯

Batch size 1

Batch size B

Data parallel = SPMD

Model Serialization

Model & Data parallel

Five types of Parallelism



Pathways Architecture
[Mar 22]

Model & Data Parallel Claim: as fast as single program multiple data (SPDM)



Pathways Language Model (PaLM)
[Apr 22]

100% accelerator 
utilization (computation)
6144 TPU v4 Chips
540B parameters
150+ NLP tasks

Tags for tasks:
traditional NLP: context-free question answering, 
reading comprehension, summarization, … 
logic, math, code: algorithms, logical reasoning, 
mathematical proof, …
understanding the world: causal reasoning,
common sense, visual reasoning, …
understanding humans: emotional understanding, 
intent recognition, humor, figurative language, …
pro-social behavior: emotional intelligence
other: riddle, multilingual



Pathways Language Model (PaLM)

Code Generation



Pathways Language Model (PaLM)

Translation

BLEU score



Pathways Language Model (PaLM)

Joke Explanation



Pathways Language Model (PaLM)

Future Work 
& 
Google’s Pathway Vision



GATO
[12 May 22]



BERT rediscovers the classical NLP pipeline



BERT rediscovers the classical NLP pipeline

Analysis 2

access to more
and more hidden
states










