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AST Code Representations

AST-based Models

Possible Research Directions



Relevant Tasks
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Task Category Input Output

Explanation Tasks
(code captioning, code summary)

Code snippet Natural language sequence

[Alon et al. 2018] 
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Task Category Input Output

Explanation Tasks
(code captioning, code summary)

Code snippet Natural language sequence

Information Retrieval Tasks
(identifier name search, code 
search)

Query String
(e.g., key-word-to-find, code 
summary)

Relevant code
(e.g., relevant identifiers, relevant 
code snippets)

Relevant Tasks

Figure from 
[Alon et al. 2018] 

2022, Sun et al., Code Search based 
on Context-aware Code Translation, 
https://arxiv.org/abs/2202.08029
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Task Category Input Output

Explanation Tasks
(code captioning, code summary)

Code snippet Natural language sequence

Information Retrieval Tasks
(identifier name search, code 
search)

Query String
(e.g., key-word-to-find, code 
summary)

Relevant code
(e.g., relevant identifiers, relevant 
code snippets)

Generation Tasks
(code completion, comment to 
code)

Code snippet (incomplete) or 
natural language

Code snippet
(e.g., a single identifier, a code 
block)

Relevant Tasks

Figure from [Li et al. 2017]



Code Representation Central problem

Option 1: NLP approach

Question: how to feed code to neural networks?

[while, (, !, done, ), {, \n, 
\t, if, (, someCondition, 
(, ), ), …]

Option 2: code as syntactic parse tree

While

UnaryPrefix!

SymbolRef

done

If

Call

SymbolRef

someCondition

Assign=

SymbolRef Constant

truedone

Option 3: extract features
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Code Representation Central problem

Option 1: NLP approach
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Option 3: extract features
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from parse tree



Code Representation

While

UnaryPrefix!

SymbolRef

done

If

Call

SymbolRef

someCondition

Assign=

SymbolRef Constant

truedone

AST

Example:
Non-terminals

Terminals

Abstract Syntax Tree (AST): parse tree for program codes

8



Code Representation

While

UnaryPrefix!

SymbolRef

done

If

Call

SymbolRef

someCondition

Assign=

SymbolRef Constant

truedone

Bag of AST path contexts

AST path example:

The red-marked path
𝑝 = done, (SymbolRef ↑UnaryPrefix! ↑While ↓If ↓Assign= ↓Constant), true

- How to feed parse tree to neural network?
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Bag of AST path contexts

𝐶 =

done, 𝑝ଵ,someCondition ,

done, 𝑝ଶ,done ,

done, 𝑝ଷ,true ,

someCondition, 𝑝ସ,done ,

someCondition, 𝑝ହ,true ,

done, 𝑝଺,true

While

UnaryPrefix!

SymbolRef

done

If

Call

SymbolRef

someCondition

Assign=

SymbolRef Constant

truedone

Proposed in code2vec [Alon et al. 2018]. 
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- How to feed parse tree to neural network?

Code Representation



Code Representation Bag of AST path contexts

Embedding for Bag of AST path contexts:

𝐶 =

done, 𝑝ଵ,someCondition ,

done, 𝑝ଶ,done ,

done, 𝑝ଷ,true ,

someCondition, 𝑝ସ,done ,

someCondition, 𝑝ହ,true ,

done, 𝑝଺,true

Emb 𝑥௦, 𝑝, 𝑥௧ = 𝑉୴ୟ୪୳ୣ 𝑥௦ , 𝑉୮ୟ୲୦ 𝑝 , 𝑉୴ୟ୪୳ୣ 𝑥௧

Basic idea: maintain 2 embedding vocabularies: 𝑉୴ୟ୪୳ୣ, 𝑉୮ୟ୲୦

Proposed as code2vec [Alon et al. 2018], further used in code2seq [Alon et al. 2019].

- Tokenize (e.g., list_of_hash = [list, of, hash]) 
- Use RNN encoder for paths [Alon et al. 2018]

Afraid of large vocabulary size?
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Code Representation AST as sequence of (non-terminal, terminal) pairs

While

UnaryPrefix!

SymbolRef

done

If

Call

SymbolRef

someCondition

Assign=

SymbolRef Constant

truedone

[(While,-), 
(UnaryPrefix!,-), 
(SymbolRef,done), 
(If,-), 
(Call,-), 
(SymbolRef, someCondition), 
(Assign=,-), 
(SymbolRef, done), 
(Constant, true)]

DFS

- Another idea to feed parse tree to neural network

What is the benefit?
Tokenized AST is a suitable representation for code completion [Li et al. 2017]

lower-right child

Flattening
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Code Representation AST graph

CCAG, [Wang et al. 2021]

Question: why not feed AST directly to GNN?

Reasoning of [Wang et al. 2021]: “in original AST, sequential information is missing”
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- AST is a graph!

While

UnaryPrefix!

SymbolRef

done

If

Call

SymbolRef

someCondition

Assign=

SymbolRef Constant

truedone

[(While,-), 
(UnaryPrefix!,-), 
(SymbolRef,done), 
(If,-), 
(Call,-), 
(SymbolRef, someCondition), 
(Assign=,-), 
(SymbolRef, done), 
(Constant, true)]

(While,-), (UnaryPrefix!,-)

(SymbolRef,done)

(If,-)

(Call,-)(SymbolRef,
someCondition)

(Assign=,-)

(Constant, true)

GNN

Node reuse
Positional embedding

Really?

Code Completion method by modeling flattened
ASTs as Graphs



Code Representation Summary

Level 1: natural-language-like representations

Level 2: AST (syntax-level representation)

Level 3: extracted features (from AST)

While

UnaryPrefix!

SymbolRef

done

If

Call

SymbolRef

someCondition

Assign=

SymbolRef Constant

truedone

𝐶 =[(SymbolRef,done), (UnaryPrefix!,-), 
(SymbolRef, someCondition), (Call,-), (SymbolRef,
done), (Constant, true), (Assign=,-), (If,-), (While,-)]

𝐶 =

done, 𝑝ଵ,someCondition ,

done, 𝑝ଶ,done ,

done, 𝑝ଷ,true ,

someCondition, 𝑝ସ,done ,

someCondition, 𝑝ହ,true ,

done, 𝑝଺,true
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(While,-) (UnaryPrefix!,-)

(SymbolRef,done)

(If,-)

(Call,-)(SymbolRef,
someCondition)

(Assign=,-)

(Constant, true)Bag of AST paths, 
Sequence of AST nodes (flattened AST), 
AST graph



Models Utilizing AST Paths

Embedding 
𝑧௜
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Figure adapted from 
code2seq [Alon et al. 2019] 

Task Category Input Output

Explanation Tasks Code snippet Natural language sequence

Information Retrieval Tasks Query String Relevant code

Code completion Code snippet Code snippet



Models Utilizing AST Paths – researches by Alon et al.

ℎ଴

Figure adapted from 
code2seq [Alon et al. 2019] 

ℎ௧

𝑐௧ = ෍ 𝛼௜𝑧௜

௜

Task Category Input Output

Explanation Tasks Code snippet Natural language sequence

Information Retrieval Tasks Query String Relevant code

Code completion Code snippet Code snippet



Models Utilizing AST Paths – researches by Alon et al.

෍ 𝛼௜𝑐̃௜

௜

𝑐̃௜

𝑐̃௜ attention with what?

Figure adapted from 
code2vec [Alon et al. 2018] 
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A global vector 𝑎 maintained as a parameter: 
𝛼௜ = softmax 𝑐̃௜

்𝑎

Task Category Input Output

Explanation Tasks Code snippet Natural language sequence
A single word

Information Retrieval Tasks Query String Relevant code

Code completion Code snippet Code snippet

𝛼



Models Utilizing AST Paths – researches by Alon et al.
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Task Category Input Output

Explanation Tasks Code snippet Natural language sequence

Information Retrieval Tasks Query String Relevant code

Code completion Code snippet Code snippet

DEMO
https://code2vec.org/ -> “most similar”, “analogy”

DEMO: https://code2seq.org/



Models Utilizing AST Paths – researches by Alon et al.
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Task Category Input Output

Explanation Tasks Code snippet Natural language sequence

Information Retrieval Tasks Query String Relevant code

Code completion Code snippet Code snippet

How to?



Models

While

UnaryPrefix!

SymbolRef

done

If

Call

SymbolRef

someCondition

Assign=

SymbolRef Constant

?done

Single-token code completion:
Predict the last token (which is exactly the end of DFS).

DFS

[(While,-), 
(UnaryPrefix!,-), 
(SymbolRef,done), 
(If,-), 
(Call,-), 
(SymbolRef, someCondition), 
(Assign=,-), 
(SymbolRef, done), 
(Constant, ?)]
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Recall: converting code into AST token sequence

Single-token Code Completion Utilizing AST Token Sequences



Models

Basic model: LSTM (with attention)

𝑐௧: weighted sum with attention scores

𝑝௧ = ℎ௧ିଵ ∈ ℝௗ

= FC ℎ௧, 𝑐௧, 𝑝௧ ∈ ℝ௏

Question: what if the desired prediction is not in the vocabulary?

(While,-), (UnaryPrefix!,-), …, (SymbolRef, done)

Figure from [Li et al. 2017]
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Pointer Network

Single-token Code Completion Utilizing AST Token Sequences



Models Pointer Network 2015, Vinyals et al., Pointer Network,  
https://arxiv.org/abs/1506.03134v2

Vanilla Seq2seq Pointer network

attention

argmax

pointer



Models

𝑤௧ = softmax FC ℎ௧, 𝑙௧, 𝑝௧ ∈ ℝ௏

𝑠௧ = 𝜎 FC ℎ௧, 𝑙௧ ∈ 0,1

= 𝑠௧𝑤௧; 1 − 𝑠௧ 𝑙௧ ∈ ℝ௏ା௅

Vocabulary candidates

Out-of-vocabulary (OoV) candidates

Figure from [Li et al. 2017] 23

Single-token code completion utilizing AST Token Sequences



Models

24

Example of OoV

Figure from [Li et al. 2017]

Single-token code completion utilizing AST Token Sequences



Models

1. Neighbor Graph Attention (NGAT)
2. Global Self-Attention (GSAT)
3. Parent-Child Attention (PCAT)
4. Residual connection
-> Get the final hidden state 𝐇

Summarization:
𝑠 = weighted_pool 𝐇

𝑦 ୬୲ = FC 𝑠 ,
𝑦 ୲ = FC 𝑠

Figure from [Wang et al. 2021]
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Aggregation
Aggregation
Aggregation
Aggregation

“AST
Graph 
Attention
Block”

Single-token code completion using GNN



Models Codex

- Details?

https://copilot.github.com/
26

Code-block completion



Models Codex Guesses on its inferencing
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GPT

Natural 
Language

AST 
feature 
of given 
code

Want-to-knows:

· Representation of 𝑤ෝ௧

- Problems of predicting natural-language-level tokens?
- Problems of predicting AST token pairs?

· OoV?

SEP

𝑤ෝଵ

𝑤ෝଵ

𝑤ෝଶ

𝑤ෝଶ, …



Summary

Work Code Representation Task Model
Code2vec

[Alon et al. 2018] 
AST Path Embedding Code summary

Embedding + Attention + 
FC

Code2seq
[Alon et al. 2019] 

AST Path Embedding Code captioning
Embedding + Attention + 

RNN decoder
[Li et al. 2017] AST Token Sequence Code completion Pointer Mixture Network

CCAG
[Wang et al. 2021]

AST Graph Code completion GNN
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Contents covered

- AST-based representations
- Code2Seq, Single-token code completion

GraphCodeBERT
[Guo et al. 2021]

Text + Code Text + Variable 
Flow

Universal
BERT + Downstream-

specific Models

SynCoBERT
[Wang et al. 2021]

Text + Code Text + AST 
Token Sequence

Universal
BERT + Downstream-

specific Models

CodeBERT 
[Feng et al. 2020] 

Text + Code Text Universal
BERT + Downstream-

specific Models

Tensors are universal



Possible Research Directions

GNN-related open questions and “combination of techniques” (which is not done yet)
- AST vs. flattened AST graph: does “sequential information” really matter?
- OoV (graph pointer neural network)
- More GNN architectures

More application scenarios
- e.g., code maintenance: given description (e.g., “plot the output”) and modify the original code
- …

A tentative list of relevant topics for research

29

Code-block completion
- How did Codex achieve this?
- Is it possible to generate code in a natural-language-like manner?
- How to generate AST using neural network?
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Back-up Contents
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Code Representation Variable flow Proposed in GraphCodeBERT [Guo et al. 2021] 

How does low-resolution feature help?

def min(a, b):
x=0
if b<a:

x=b
else:

x=a
return x

Figures adapted from [Guo et al. 2021], GraphCodeBERT

32

same 
variable 
flow



Code Search
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Sun et al. 2022. Code Search based on Context-aware Code Translation. https://arxiv.org/abs/2202.08029
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Code-block Completion Anycode
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The output space in each generation step is determined by the previous token.

Generation ends when sampling EOS_token or EOS_node.

Filling in the blank given a partial AST.

2020, Alon et al., Structural Language Models of Code, https://arxiv.org/pdf/1910.00577.pdf



Datasets
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For code completion: 
JS (JS50K etc.),PY (PY50K etc.) Datasets: https://www.sri.inf.ethz.ch/research/plml

For code summary:
Java (Java Large etc.) Datasets: https://groups.inf.ed.ac.uk/cup/codeattention/
CodeNN C# dataset: https://github.com/sriniiyer/codenn/

For code search:
CodeSearchNet Data Corpus: https://github.com/github/CodeSearchNet#data-details



Model Performances
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Single-token code completion
Metric: accuracy

Code Summary

On Java dataset


