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Experience Replay (Lin, 1992. Self-Improving Reactive Agents Based on 
Reinforcement Learning, Planning and Teaching)
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SARSA Q-learning (Watkins and Dayan, 1992)



SARSA Q-learning (Watkins and Dayan, 1992)



A3C (Mnih et al., 2016. Asynchronous Methods for Deep Reinforcement 
Learning)





Deadly Triad



TD convergence with linear function approximation (Tsitsiklis and Van Roy, 
1997. An Analysis of Temporal-Difference Learning with Function Approximation)



Less uniform sampling in Prioritized Experience Replay increases divergence 
in DQN (Van Hasselt et al., 2018. Deep Reinforcement Learning and the Deadly 
Triad)



Improved performance with more uniform sampling distributions in Fitted Q 
Learning (Fu et al., 2019. Diagnosing Bottlenecks in Deep Q-learning Algorithms)

Uniform



Understanding contribution of off-policy learning to divergence in DQN 
using Neural Tangent Kernel (Achiam et al., 2019. Towards Characterizing 
Divergence in Deep Q learning)
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Increasing queue length of distributed PPO learning detrimental to 
performance in DOTA 2 (OpenAI, 2019. Dota 2 with Large Scale Deep 
Reinforcement Learning)



A3C with off-policy correction used for Starcraft II (DeepMind, 2019. 
Grandmaster level in Starcraft II using multi-agent reinforcement learning)



Summary
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