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Overview

• Definitions and their problems

• Why I want a model

• Paper “The Effect of Planning Shape on Dyna-style Planning in High-
dimensional State Spaces”

• Paper “World Models”
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Interlude – Model

RNN, LSTM

(Variational Auto) Encoders

Gaussian ProcessStatistical Models
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Definition (purely) Model-Based

Van Hasselt et al. 2019
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Definition Model-Based

Van Hasselt et al. 2019

Interactions with the real 
Environment

Take advantage of the model

DQN is model-based 
due to it’s replay buffer



Definition Model-Based

Sutton & Barto 2015



Definition Model-Based

Sutton & Barto 2015

Again, DQN’s replay 
buffer fits this description
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Distinction to normal Control Problems

vs

Control Problems Model Based RL



Why I want a model



Why I want a model – Sample efficiency

Create Samples with Model

Save exploration High computational cost



Why I want a model – Planning

Learn a model and then use a planning algorithm



Why I want a model – Transfer of Knowledge

Learn how to kick the ball Concentrate on teamplay



The effect of Planning Shape On 
Dyna-style planning in High-
dimensional State Spaces
(Zacharias Holland et al. 2018, arXiv:1806.01825)



How does Dyna perform at Arcade games in a Deep Learning Setting?

Zacharias Holland et al. 2018
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Replay Buffer

Zacharias Holland et al. 2018

Train your Q-network

Replay Buffer
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Replay Buffer

Train your Q-network

Planning Buffer



Important parts
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Learner Roll-out ShapesModel



Roll-out Shapes

Zacharias Holland et al. 2018

100 x 1



Roll-out Shapes
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33 x 3



Roll-out Shapes

Zacharias Holland et al. 2018

10 x 10



Experiments



Zacharias Holland et al. 2018

Number of Samples & Benchmarks

(Rollout-)Dyna-DQN DQN 100k DQN Extra Updates DQN 10M
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Relaxing the model

One model is pretrained 
on expert data

One model learns in an online 
fashion



Zacharias Holland et al. 2018



World Models
(Ha & Schmidhuber 2018, arXiv:1803.10122)



This thought bubble is our goal

Ha et al. 2018
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Learner over all

Vision

Memory

Controller
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Vision (V) Model
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Memory (M) Model

Mixture Density Network
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Controller (C) Model



Experiments
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Experiment 1 – Training the model
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Experiment 1 – Training the model

(frame, action)

(z, action)
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Experiment 1 – Training the Controller

Evolution!
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Experiment 1

Removed memory 
Model

Removed memory 
Model, but with 
hidden layer in 
Controller
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Experiment 2 – train in dream world
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Experiment 2 – what about rewards?

Maximize survival time Memory model predicts death
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Experiment 2 – Problems

Too low temperature   -> no shooting
Too high temperature  -> chaos

Controller exploits inaccuracies 
of the model
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Experiment 2
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World Models – Shortcoming 

Latent representation z optimized for reconstruction and not for task solving



See you on Piazza


