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What we saw so far!

Exploration 
vs. 
Exploitation

k-armed Bandits
(in this case k= 2) 

Thompson Sampling

Goal

William R. Thompson’s
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One-Armed Bandit

Cost:

Win:
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Context Free vs. Context Based/Contextual Bandits
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Context Free Bandits

𝑝𝑙 𝑝𝑚 𝑝𝑟
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Context Free Bandits

𝑝𝑙 = 0.5 𝑝𝑚 = 0.4 𝑝𝑟 = 0.55
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Contextual Bandits

𝑝𝑙 𝑝𝑚 𝑝𝑟
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Contextual Bandits

𝑝𝑙 = 0.6 𝑝𝑚 = 0.4 𝑝𝑟 = 0.4
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Contextual Bandits

𝑝𝑙 = 0.45 𝑝𝑚 = 0.45 𝑝𝑟 = 0.45
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Contextual Bandits

𝑝𝑙 = 0.5 𝑝𝑚 = 0.4 𝑝𝑟 = 0.55
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Contextual Bandits

𝑝𝑙 = 0.5 𝑝𝑚 = 0.4 𝑝𝑟 = 0.55
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Personalized News Article Recommendation
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Personalized News Article Recommendation
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Personalized News Article Recommendation
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Personalized News Article Recommendation
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Context
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Problem Protocol: Context Free Bandits

For each round 𝑡 ∈ 𝑇 :
ALG picks an Arm/Action 𝒂𝒕 ∈ 𝑨.
Reward 𝒓𝒕 is realized.
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One Round: Context Free Bandits

Arm/Action 𝒂𝒕 ∈ 𝑨

Reward 𝒓𝒕

ALG

Exp. Reward 𝝁(𝒂𝒕)
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Problem Protocol: Contextual Bandits

For each round 𝑡 ∈ 𝑇 :
ALG observes a Context 𝒙𝒕 ∈ 𝑿.
ALG picks an Arm/Action 𝒂𝒕 ∈ 𝑨𝒕.
Reward 𝒓𝒕 is realized.
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One Round: Contextual Bandits

Context 𝒙𝒕 ∈ 𝑿

(𝒙𝒕, 𝒂𝒕)Arm/Action 𝒂𝒕 ∈ 𝑨𝒕

ALG

Reward 𝒓𝒕

Exp. Reward 𝝁(𝒂𝒕|𝒙𝒕)
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Expected Regret: Context Free Bandits

𝔼[𝑹 𝑻 ] = 𝝁∗ ⋅ 𝑻 −

𝒕=𝟏

𝑻

𝝁(𝒂𝒕)

with 𝜇∗ ≔ max
𝑎∈𝐴

𝜇 𝑎
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Expected Regret: Contextual Bandits

with Best Response Policy:

𝝅∗ 𝒙 = max
𝒂∈𝑨

𝝁(𝒂𝒕|𝒙𝒕)

𝔼[𝑹 𝑻 ] = REW(𝝅∗ 𝒙 ) −

𝒕=𝟏

𝑻

𝝁(𝒂𝒕|𝒙𝒕)
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Recap: Upper Confidence Bound

𝑝𝑙 = 0.5; 𝜇 𝑎𝑙 = 0
ҧ𝜇 𝑎𝑙 = 0.2

𝑝𝑚 = 0.4; 𝜇 𝑎𝑚 = −0.2
ҧ𝜇 𝑎𝑚 = −0.4

𝑝𝑟 = 0.55; 𝜇 𝑎𝑟 = 0.1
ҧ𝜇 𝑎𝑟 = −0.1

100 × Played
60 × Won

50 × Played
15 × Won

20 × Played
9 × Won

𝑟𝑡 𝑎 =
2 ln𝑇

𝑛𝑡 𝑎
=

2 ln 170

𝑛𝑡 𝑎

𝑟𝑡 𝑎𝑙 ≈ 0.32 𝑟𝑡 𝑎𝑚 ≈ 0.45 𝑟𝑡 𝑎𝑟 ≈ 0.71
0.52 0.05 0.61
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Run separate copy of ALG for each context 

Initialization:

Create ALG𝑥 of 

ALG for each 

context 𝑥 ∈ 𝑋

Observe

context 𝑥𝑡 ∈ 𝑋.

Invoke 

algorithm ALG𝑥
with 𝑥 = 𝑥𝑡.

Play action 

𝑎𝑡 chosen by 
ALG𝑥.

Example for ALG: Upper Confidence Bound/UCB1
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Regret Analysis with ALG=UCB1

𝔼 𝑹 𝑻 = 

𝑥∈𝑋

𝔼 𝑅𝑥 𝑇 = 

𝑥∈𝑋

𝑂 𝐾𝑛𝑥l𝑜𝑔𝑇 ≤ 𝑶 𝑲𝑻|𝑿|𝒍𝒐𝒈𝑻

Regret of UCB1
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Regret Analysis with ALG=UCB1

Good for small number of contexts:

Bad for large number of contexts:

𝔼 𝑹 𝑻 = 𝑶 𝑲𝑻|𝑿|𝒍𝒐𝒈𝑻
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Quick Recap: Lipschitz Bandits

OAB1 OAB1OAB2

𝐴 ⊆ [0, 1]

∈ [0, 1]

𝑝𝑙 = 0.5 𝑝𝑚 = 0.4 𝑝𝑟 = 0.55
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Quick Recap: Lipschitz Bandits

Rewards satisfy a Lipschitz condition:
𝝁 𝒙 − 𝝁 𝒚 ≤ 𝑳 ⋅ |𝒙 − 𝒚| for any two arms 𝑥, 𝑦 ∈ 𝐴,

1.0 − 0.0

Constant known 
to the Algorithm
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Quick Recap: Lipschitz Bandits

Simple Solution: Discretization
Solve for 𝑆 ⊆ 𝐴
with off-the-shelf MAB algorithm 
(i.e. UCB1)
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Lipschitz Contextual Bandits 𝑋 ⊆ [0, 1]

∈ [0, 1]

0 1



35

Lipschitz Contextual Bandits

Rewards satisfy a Lipschitz condtion:
𝝁 𝒂|𝒙 − 𝝁 𝒂|𝒙′ ≤ 𝑳 ⋅ 𝒙 − 𝒙′ for any two contexts 𝑥, 𝑥′ ∈ 𝑋, 

where 𝐿 is the Lipschitz constant known to the ALG

Constant known 
to the Algorithm
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Lipschitz Contextual Bandits

Simple Solution: Discretization (Context)
Solve for 𝑆 ⊆ 𝑋
with off-the-shelf MAB algorithm 
(i.e. UCB1)
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Context Free vs. Contextual Lipschitz Bandits 
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Lipschitz Contextual Bandits

….. Let 𝑆 be the 𝜖-uniform mesh

with 𝜖 =
1

𝑆 +1

and apply ALG for 𝑆ϵ ( 𝑆 − 1)ϵ 𝑆 ϵ0 1

Let 𝑓𝑆(𝑥) be a mapping from context 𝑥 to the closest point in 𝑆:
𝑓𝑆 𝑥 = min (argmin

𝑥′∈𝑆
|𝑥 − 𝑥′|)
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Lipschitz Contextual Bandits - Discretization

Initialization:

Create ALG𝑥 of 

ALG for each 

context 𝑥 ∈ 𝑆

Observe

context 𝑥𝑡 ∈ 𝑋.

Invoke 

algorithm ALG𝑥
with 𝑥 = 𝑥𝑡.

Play action 

𝑎𝑡 chosen by 
ALG𝑥.

Calculate 

mapping 𝒙𝒕 = 𝒇𝒔(𝒙𝒕);

Example for ALG: Upper Confidence Bound/UCB1

ALG𝑆:
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Regret Analysis – Lipschitz (ALG = UCB1)
Let us define the Discretized Best Response 𝜋𝑆

∗: 𝑋 → 𝐴

𝜋𝑆
∗ 𝑥 = 𝜋∗ 𝑓𝑆 𝑥 for each context 𝑥 ∈ 𝑋

Regret of ALG𝑆: 𝑅𝑆 𝑇 = REW 𝜋𝑆
∗ − REW ALG𝑆:

Discretization Error: DE 𝑆 = REW 𝜋∗ − REW 𝜋𝑆
∗

Overall Regret: 𝑅 𝑇 = 𝑅𝑆 𝑇 + DE 𝑆

Overall Expected Regret: 𝔼 𝑅 𝑇 = 𝔼 𝑅𝑆 𝑇 + 𝔼 DE 𝑆
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Regret Analysis – Lipschitz (ALG = UCB1)

Expected Regret: 𝔼 𝑅𝑆 𝑇 = 𝑂 𝐾𝑇 𝑆 log𝑇 = 𝑂
1

𝜖
𝐾𝑇log𝑇

Exp. Discretization Error: 𝔼 DE 𝑆 = REW 𝜋∗ − 𝔼[REW 𝜋𝑆
∗ ] ≤ 𝜖LT

Overall Expected Regret: 𝔼 𝑅 𝑇 = 𝔼 𝑅𝑆 𝑇 + 𝔼 DE 𝑆

𝜇 𝜋𝑠
∗(𝑥) 𝑓𝑠 𝑥 ≥ 𝜇 𝜋∗ 𝑥 𝑓𝑠 𝑥

≥ 𝜇 𝜋∗ 𝑥 𝑥 − 𝜖𝐿

𝔼[REW 𝜋𝑆
∗ ] ≥ REW 𝜋∗ − 𝜖LT

Optimality of 𝜋𝑠
∗(𝑥)

Lipschitz property
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Regret Analysis – Lipschitz (ALG = UCB1)

𝔼 𝑅 𝑇 ≤ 𝑂
1

𝜖
𝐾𝑇log𝑇 + 𝜖LT = 𝑂(𝑇

2
3 𝐿𝐾log𝑇

1
3)
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Linear Contextual Bandits: LinUCB algorithm
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Contextual Bandits in Personalized News Article Recommendation

⋯

𝐴𝑡

𝑢𝑡: ⋯Context:

𝑥𝑡,1 𝑥𝑡,2 𝑥𝑡,𝐾𝑡
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Contextual Bandits in Personalized News Article Recommendation

⋯

𝑎𝑡 ∈ 𝐴𝑡

Reward 𝑟𝑡,𝑎𝑡: Clicked (1) or Not Clicked (0)
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Linear Contextual Bandits

Expected reward is linear in:

𝜇 𝑎|𝑥𝑡,𝑎 = 𝑥𝑡,𝑎
𝑇 𝜃𝑎

∗ for all arms 𝑎 and contexts 𝑥

𝜃𝑎 = 𝐷𝑎
𝑇𝐷𝑎 + 𝐼𝑑

−1𝑏𝑎

Training input:
𝐷𝑎 ∈ ℝm×𝑑

Response vector:
𝑏𝑎 ∈ ℝm

Click

Click

No-Click
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Confidence Region
When components in 𝑏𝑎 are independent to rows of 𝐷𝑎, it can be 
shown [1] that with probability at least 1 − δ:

𝑥𝑡,𝑎
𝑇 𝜃𝑎 − 𝜇 𝑎|𝑥𝑡,𝑎 = 𝛼 𝑥𝑡,𝑎

𝑇 𝐷𝑎
𝑇𝐷𝑎 + 𝐼𝑑

−1𝑥𝑡,𝑎

for any 𝛿 > 0 and 𝑥𝑡,𝑎 ∈ ℝd where 𝛼 = 1 +
ln

2

𝛿

2

Which gives us following UCB arm selection policy:

𝒂𝒕 = 𝐚𝐫𝐠𝐦𝐚𝐱
𝒂∈𝑨𝒕

𝒙𝒕,𝒂
𝑻 𝜽𝒂 + 𝜶 𝒙𝒕,𝒂

𝑻 𝑨𝒂
−𝟏𝒙𝒕,𝒂

where 𝐴𝑎 = 𝐷𝑎
𝑇𝐷𝑎 + 𝐼𝑑

[1] Walsh, Thomas J., et al. "Exploring compact reinforcement-learning representations with linear regression." (2009).
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Linear Contextual Bandits

Initialization:

𝜶 ∈ ℝ+

Observe features

of all arms:

𝑎 ∈ 𝐴𝑡; 𝑥𝑡,𝑎 ∈ ℝd

𝜃𝑎 ← 𝐴𝑎
−1𝑏𝑎

𝑎𝑡 ← argmax
𝑎∈𝐴𝑡

𝑥𝑡,𝑎
𝑇 𝜃𝑎 + 𝛼 𝑥𝑡,𝑎

𝑇 𝐴𝑎
−1𝑥𝑡,𝑎

Play action 

𝑎𝑡 chosen by 
LinUCB.

FOR

all arms 𝑎 ∈ 𝐴𝑡

LinUCB:

IF 𝑎 is new then:

𝐴𝑎 ← 𝐼𝑑; 𝑏𝑎 ← 0𝑑×1

𝐴𝑎𝑡 ← 𝐴𝑎𝑡 + 𝑥𝑡,𝑎𝑡𝑥𝑡,𝑎𝑡
𝑇

𝑏𝑎𝑡 ← 𝑏𝑎𝑡 + 𝑟𝑡𝑥𝑡,𝑎𝑡
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Regret Analysis

𝔼 𝑅 𝑇 = 𝑂 𝑑 𝑇 ln
1 + 𝑇

𝛿
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Disjoint vs. Hybrid Linear Models

Disjoint Linear Model:
Expected reward is linear in:

𝜇 𝑎|𝑥𝑡,𝑎 = 𝑥𝑡,𝑎
𝑇 𝜃𝑎

∗

for all arms 𝑎 and contexts 𝑥

Hybrid Linear Model:
Expected reward is linear in:

𝜇 𝑎|𝑥𝑡,𝑎 = 𝒛𝒕,𝒂
𝑻 𝜷∗ + 𝑥𝑡,𝑎

𝑇 𝜃𝑎
∗

for all arms 𝑎 and contexts 𝑥
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Other Application for Bandit Algorithms

Bandit & Games
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Bandit & Games
Matrix  𝑀:

0 −1 1
1 0 −1
−1 1 0

ALG chooses row 𝑖𝑡 of 𝑀

The Game:
ADV chooses col 𝑗𝑡 of 𝑀

For each round 𝑡 ∈ 𝑇 :
Simultaneously:

ALG chooses row 𝑖𝑡 of 𝑀;
ADV chooses col 𝑗𝑡 of 𝑀;    

ALG incurs cost 𝑀(𝑖𝑡 , 𝑗𝑡)
ALG observes feedback 𝐹𝑡 = 𝐹(𝑡, 𝑖𝑡 , 𝑗𝑡 , 𝑀)


