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Approaches to Distributed Architecture

• Distribution through
parallelizing computation of
gradients

• Distribution of generation and 
selection of experience data

• Deep Q-Network (DQN)

• Deep Deterministic Policy 
Gradient (DDPG)

Dean et al. in NIPS 2012: Large scale distributed deep networks.



Prioritized Experience Replay

Greedy TD-error 
prioritization

Stochastic prioritization
• Proportional
• Rank-based
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Schaul et al. in ICLR 2016: Prioritized Experience Replay



Distributed Prioritized Experience Replay (Ape-X)
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Advantages

Shared, centralized replay memory

Prioritization

High priority data
discovered by any actor
benefits whole system

Off-Policy



Ape-X DQN

• Loss: 

• Behavior policy: Different policy for each actor, ε-greedy



Ape-X DPG

• Actor policy network + Q-network

• Q-network: 
• Action-value estimate q(s,a,ψ)

• Loss: 

• Policy network: 
• Action 𝐴𝑡 = 𝜋 𝑆𝑡 , 𝜙

• Gradient ∇𝜙𝑞(𝑆𝑡 , 𝜋 𝑆𝑡 , 𝜙 , 𝜓)



Results: Atari games

Blue: Ape-X DQN
Orange: A3C
Purple: Rainbow
Green: DQN



Results: Atari games



Results: Atari games



Results: Atari games



Results: Continuous Control
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Distributed Distributional DDPG (D4PG)

• Based on DDPG algorithm with 4 extensions

Distributional 
critic update

Distributed 
parallel actors

N-step returns
Prioritization of

experience
replay



Distributional critic

• Distributional update with random variable 𝑍𝜋→ 𝑄𝜋 𝑥, 𝑎 = Ε 𝑍𝜋 𝑥, 𝑎

• Distributional Bellman operator

• Loss 

• Gradient for actor update

Bellemare et al. ICML 2017. A distributional 
perspective on reinforcement learning. 



N-step returns

• Replacing Bellman operator with



Architecture variants



Results: 
Standard 
Control



Results: Parkour



Video



Thank you!
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